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**Description**

Computes the equivariant Passing-Bablok regression. The implemented algorithm was proposed by Raymaekers and Dufey (2022) and runs in an expected $O(n \log n)$ time while requiring $O(n)$ storage.

**Usage**

```r
PassingBablok(x, y, alpha = NULL, verbose = TRUE)
```

**Arguments**

- `x`: A vector of predictor values.
- `y`: A vector of response values.
- `alpha`: Determines the order statistic of the target slope, which is equal to $\lfloor alpha \times n \times (n - 1) / 2 \rfloor$, where $n$ denotes the sample size. Defaults to NULL, which corresponds with the (upper) median.
- `verbose`: Whether or not to print out the progress of the algorithm. Defaults to TRUE.

**Details**

Given two input vectors $x$ and $y$ of length $n$, the equivariant Passing-Bablok estimator is computed as $\text{med}_{i,j} |(y_i - y_j)/(x_i - x_j)|$. By default, the median in this expression is the upper median, defined as $\lfloor (n + 2)/2 \rfloor$. By changing `alpha`, other order statistics of the slopes can be computed.

**Value**

A list with elements:

- `intercept`: The estimate of the intercept.
- `slope`: The Theil-Sen estimate of the slope.

**Author(s)**

Jakob Raymaekers

**References**


Raymaekers J., Dufey F. (2022). Equivaraint Passing-Bablok regression in quasilinear time. (link to open access pdf)

Examples

# We compare the implemented algorithm against a naive brute-force approach.

```r
bruteForcePB <- function(x, y) {
  n <- length(x)
  medind1 <- floor(((n * (n - 1)) / 2 + 2) / 2) # upper median
  medind2 <- floor((n + 2) / 2)
  temp <- t(sapply(1:n, function(z) apply(cbind(x, y), 1,
    function(k) (k[2] - y[z]) / (k[1] - x[z])))
  PBslope <- sort(abs(as.vector(temp[lower.tri(temp)])))[medind1]
  PBintercept <- sort(y - x * PBslope)[medind2]
  return(list(intercept = PBintercept, slope = PBslope))
}

n = 100
set.seed(2)
x = rnorm(n)
y = x + rnorm(n)
t0 <- proc.time()
PB.fast <- PassingBablok(x, y, NULL, FALSE)
t1 <- proc.time()
t1 - t0

t0 <- proc.time()
PB.naive <- bruteForcePB(x, y)
t1 <- proc.time()
t1 - t0

PB.fast$slope - PB.naive$slope
```

RepeatedMedian

Siegel's repeated median slope and intercept estimator.

Description

Computes the repeated median slope proposed by Siegel (1982) using the algorithm by Matousek et. al (1998). The algorithm runs in an expected $O(n \log n)^2$ time, which is typically significantly faster than the $O(n^2)$ computational cost of the naive algorithm, and requires $O(n)$ storage.
Usage

RepeatedMedian(x, y, alpha = NULL, beta = NULL, verbose = TRUE)

Arguments

x  A vector of predictor values.
y  A vector of response values.
alpha  Determines the outer order statistic, which is equal to \[ alpha \cdot n \], where \( n \) denotes the sample size. Defaults to NULL, which corresponds with the (upper) median.
beta  Determines the inner order statistic, which is equal to \[ beta \cdot (n - 1) \], where \( n \) denotes the sample size. Defaults to NULL, which corresponds with the (upper) median.
verbose  Whether or not to print out the progress of the algorithm. Defaults to TRUE.

Details

Given two input vectors \( x \) and \( y \) of length \( n \), the repeated median is computed as \[ \text{med}_{i,j}(y_i - y_j)/(x_i - x_j) \]. The default "outer" median is the \( \lfloor (n + 2)/2 \rfloor \) largest element in the ordered median slopes. The inner median, which for each observation is calculated as the median of the slopes connected to this observation, is the \( \lfloor (n + 1)/2 \rfloor \) largest element in the ordered slopes. By changing \( \alpha \) and \( \beta \), other repeated order statistics of the slopes can be computed.

Value

A list with elements:

- intercept  The estimate of the intercept.
- slope  The Theil-Sen estimate of the slope.

Author(s)

Jakob Raymaekers

References


See Also

TheilSen
TheilSen

Examples

# We compare the implemented algorithm against a naive brute-force approach.

bruteForceRM <- function(x, y) {
    n <- length(x)
    medind1 <- floor((n+2) / 2)
    medind2 <- floor((n+1) / 2)
    temp <- t(sapply(1:n, function(z) sort(apply(cbind(x, y), 1,
        function(k) (k[2] - y[z]) /
        (k[1] - x[z])))))
    RM.slope <- sort(temp[, medind2])[medind1]
    RM.intercept <- sort(y - x * RM.slope)[medind1]
    return(list(intercept = RM.intercept, slope = RM.slope))
}

n = 100
set.seed(2)
x = rnorm(n)
y = x + rnorm(n)

R0 <- proc.time()
RM.fast <- RepeatedMedian(x, y, NULL, NULL, FALSE)
R1 <- proc.time()
R1 - R0

R0 <- proc.time()
RM.naive <- bruteForceRM(x, y)
R1 <- proc.time()
R1 - R0

RM.fast@slope - RM.naive@slope

TheilSen

Theil-Sen slope and intercept estimator.

Description

Computes the Theil-Sen median slope estimator by Theil (1950) and Sen (1968). The implemented algorithm was proposed by Dillencourt et al (1992) and runs in an expected $O(n \log n)$ time while requiring $O(n)$ storage.

Usage

TheilSen(x, y, alpha = NULL, verbose = TRUE)
Arguments

- **x**: A vector of predictor values.
- **y**: A vector of response values.
- **alpha**: Determines the order statistic of the target slope, which is equal to \( \alpha \times n \times (n - 1) \), where \( n \) denotes the sample size. Defaults to NULL, which corresponds with the (upper) median.
- **verbose**: Whether or not to print out the progress of the algorithm. Defaults to TRUE.

Details

Given two input vectors \( x \) and \( y \) of length \( n \), the Theil-Sen estimator is computed as \( \text{med}_{ij}(y_i - y_j)/(x_i - x_j) \). By default, the median in this expression is the upper median, defined as \( \lceil (n+2)/2 \rceil \).

By changing \( \alpha \), other order statistics of the slopes can be computed.

Value

A list with elements:

- **intercept**: The estimate of the intercept.
- **slope**: The Theil-Sen estimate of the slope.

Author(s)

Jakob Raymaekers

References


Examples

```r
# We compare the implemented algorithm against a naive brute-force approach.

bruteForceTS <- function(x, y) {
  n <- length(x)
  medind1 <- floor(((n * (n - 1)) / 2 + 2) / 2)
  medind2 <- floor((n + 2) / 2)
  temp <- t(sapply(1:n, function(z) apply(cbind(x, y), 1 ,
    function(k) (k[2] - y[z]) /
    (k[1] - x[z]))))
  TSslope <- sort(as.vector(temp[lower.tri(temp)][medind1]))
  TSintercept <- sort(y - x * TSslope)[medind2]
  return(list(intercept = TSintercept, slope = TSslope))
}
```
```r
n = 100
set.seed(2)
x = rnorm(n)
y = x + rnorm(n)

t0 <- proc.time()
TS.fast <- TheilSen(x, y, NULL, FALSE)
t1 <- proc.time()
t1 - t0

t0 <- proc.time()
TS.naive <- bruteForceTS(x, y)
t1 <- proc.time()
t1 - t0

TS.fast$slope - TS.naive$slope
```
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